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Abstract We consider an N -particle quantum systems in R
d , with interaction and in pres-

ence of a random external alloy-type potential (a continuous N -particle Anderson model).
We establish Wegner-type bounds (inequalities) for such models, giving upper bounds for
the probability that random spectra of Hamiltonians in finite volumes intersect a given set.

Keywords Anderson localisation · Wegner-type bounds · Multi-particle systems

1 Introduction. The N -particle Hamiltonian in the Continuum

This paper is concerned with a multi-particle Anderson model in R
d with interaction. The

Hamiltonian H(= H(N)(ω)) is a Schrödinger operator of the form

H = −1

2
� + U(x) + V(x;ω) (1.1)

acting on functions φ ∈ L2(R
d×N) where R

d×N = R
d ×· · ·×R

d (N times). This means that
we consider N particles, each living in R

d , in the following fashion: x= (x1, . . . , xN)∈R
d×N
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where xj = (x(1)
j , . . . ,x(d)

j ) ∈ R
d represents the coordinates of the j ’s particle. Next, − 1

2 � is
the standard kinetic energy resulting from adding up the kinetic energies − 1

2�j of the dif-
ferent particles and assuming that we are dealing with particles of unit mass.

The potential energy term U(·) is, as usually, identified with the operator of multipli-
cation, by a function denoted by the same symbol. It represents the interaction between
particles. More precisely, a fairly standard form is where U is a sum of one- and two-body
terms:

U(x) =
∑

1≤j≤N

U(1)(xj ) +
∑

1≤j<j ′≤N

U(2)(xj , xj ′), x = (x1, . . . , xN),

with function U(1) representing the external potential and function U(2) the potential of
interaction between a pair of particles. In fact, in this paper we do not need the above form
of U; we only assume

(C0) Boundedness of function U:

U ∈ L∞(Rd×N). (1.2)

We assume the potential U to be invariant under translations in the 1-particle space R
d :

x = (x1, . . . , xN) �→ (x1 + y, . . . , xN + y), y ∈ R
d . Such an assumption is natural from the

physical point of view, and it is required to ensure ergodicity of the ensemble of random
Hamiltonians H(N)(ω) under group R

d . However, we do not use ergodicity in the present
paper.

In addition, the particles are subject to a common external random potential V (x;ω)

where ω runs through a probability space �. The respective potential energy appearing in
the Hamiltonian H results in adding the potential energies of the single particle and thus
reads

V(x;ω) =
∑

1≤j≤N

V (xj ;ω), x = (x1, . . . , xN). (1.3)

In this paper we consider an alloy-type random potential V (x;ω), x ∈ R
d , with specific

properties listed in the next section.
For a single-particle system (with N = 1), � is reduced to �, U(x) to U(1)(x) and

V(x;ω) to V (x;ω), with operator H acting in L2(R
d). A discrete version of the model

arises when R
d is replaced by Z

d (with the Laplacian replaced by its lattice counterpart); it
is often called a tight-binding Anderson model. In the tight binding model, both for single-
particle (see [6, 13, 20, 23] and the references therein) and multi-particle (see [3, 8–10])
cases, a large disorder introduced through the random external potential field can generate a
pure point spectrum of the Hamiltonian, i.e., Anderson localisation. For a continuous-space
Hamiltonian H as in (1.1), such a phenomenon is expected to occur near the lower edge of
the spectrum of H; for recent results in the single-particle case, see, e.g., recent papers [5]
and [1].

An important part of known proofs of Anderson localisation is based on estimates of
‘regularity’ of the eigenvalue distributions for the model in a finite volume. Specifically, the
proof based on the multi-scale analysis (MSA) uses the so-called Wegner-type bounds. The
bounds are also instrumental in other important problems, viz., in relation to the integrated
density of states (IDS). In the present paper we take the first step in showing Anderson
localisation in the continuum multi-particle model (near the lower edge of the spectrum of
Hamiltonian H) by proving suitable Wegner-type bounds for such models; see Theorems 1
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and 2 below. The actual proof of Anderson localisation for these models, is deferred to a
future work [4].

The Wegner-type bounds assess concentration of the eigenvalues of H�(= H�(ω)),
a finite-volume version of Hamiltonian H in (1.1). The operator H� acts on functions in
L2(�):

H� = −1

2
� + U(x) + V(x;ω) with Dirichlet boundary conditions on ∂�. (1.4)

Here � ⊂ R
d×N is a (d × N)-dimensional cube which we call an (N -particle) box, of the

form � = �(1) × · · · × �(N) (N times) where � ⊂ R
d is a cube with edges parallel to the

coordinate axes in R
d . To be more specific, given L > 0 and v = (v(1), . . . ,v(d)) ∈ R

d , we
set henceforth:

�L(v) =
d×

i=1
[−L + v(i),v(i) + L], (1.5)

and, for u = (u1, . . . , uN) ∈ R
d×N ,

�L(u) = �L(u1) × · · · × �L(uN). (1.6)

For sets �L(u) of the above form we define coordinate projections �j�L(u), 1 ≤ j ≤ n, by

�j�L(u) = �L(uj ) ⊂ R
d .

A slightly more general case of a parallelepiped �L1(u1)×· · ·×�LN
(uN), with arbitrary

lengths Lj , can be treated in a similar way.
We would like to note that the methods adopted in this paper are applicable to a wide

range of other boundary conditions including periodic and ‘elastic’ (e.g., Neumann’s). In
fact, what we need is that operator H� in (1.4) is self-adjoint and has a compact resolvent
(H� −zI )−1 for non-real z ∈ C\R; this covers all ‘classical’ Krein’s self-adjoint extensions,
from the ‘soft’ (Neumann’s) to ‘hard’ (Dirichlet’s).

Throughout the text, the short-hand notation � is used for a box �L(u), when the pa-
rameters L and u are unambiguous. Similarly, �′ stands for �L′(u′). We will also use an
alternative notation �j� instead of �L(uj ) and �j�

′ instead of �L′
j
(u′

j ), meaning that

�j stands for the projection onto the j th factor R
d in the Cartesian product R

d×N , where
j = 1, . . . ,N .

Under the conditions imposed in this paper, the operator H� has a compact resolvent and
therefore has purely discrete spectrum consisting of eigenvalues of finite multiplicity. It is
convenient to write these eigenvalues E(�) = E(�)(ω) in increasing order:

E
(�)

0 ≤ E
(�)

1 ≤ E
(�)

2 ≤ · · · . (1.7)

The ‘one-volume’ Wegner-type bound is an upper bound for the probability

P
(∃k with

∣∣E − E
(�)
k

∣∣ ≤ ε
)
, (1.8)

that at least one eigenvalue E
(�)
k of the operator H� falls in a (narrow) interval around a

given point E on the spectral axis. See Theorem 1 in Sect. 3 below. The ‘two-volume’
Wegner-type bound is an upper bound for the probability

P
(∃k and k′ with E

(�)
k ,E

(�′)
k′ ∈ I and

∣∣E(�)
k − E

(�′)
k′

∣∣ ≤ ε
)
. (1.9)
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This is the probability that some eigenvalues E
(�)
k and E

(�′)
k′ of the operators H� and H�′

come close to each other in a given interval I ⊂ R of the spectral axis, for two boxes, � and
�′, which satisfy a condition of ‘separability’; see Definition 2 and Theorem 2 in Sect. 4.
Here and below, P stands for the corresponding probability measure on the underlying prob-
ability space � (see below).

Remarks (1) From the probabilistic point of view, bounds for probabilities (1.8) and (1.9)
are examples of concentration inequalities, albeit for rather implicit random variables E

(�)
k

and E
(�′)
k′ carrying a considerable amount of dependence. The nature of these bounds is that

they decrease to 0 when ε → 0 but increase with � and �′; a convenient form is where the
bounds are products comprising ‘volume factors’ and a ‘width factor’; cf. (3.1) and (4.7).

For single-particle Anderson models, under natural assumptions on the character of the
random terms in Hamiltonians (1.1) and (1.4), the Wegner bounds (both one-volume and
two-volume) are rather straightforward. We do not provide here a full (and rather extensive)
bibliography on single-particle Wegner’s bounds; apart from paying tribute to the original
work by Wegner [25]. Instead, we refer the reader to the monographs [6, 20, 23], the surveys
[18, 24] and the recent papers [2, 11] where such bibliography is presented.

(2) For an N -particle tight binding model (beginning with N = 2), a version of one-
volume and two-volume Wegner bounds suitable for the MSA was established in [8]; differ-
ent versions of one-volume bounds (but not two-volume bounds) can also be found in [17].

(3) The fairly simple method of proof used in this paper does not yield the optimal volume
factors in (3.1) and (4.7). In the preprint [26] (incorporated into the later paper [KlZ]),
a more subtle (and technically more involved) method is used giving an optimal volume
factor in the one-volume bound (3.1), albeit under different conditions. Cf. Remark (3) after
the statement of our Theorem 1 in Sect. 3. However, in our opinion, optimality of the volume
factor in (3.1) (and (4.7)) is an issue of minor importance at the moment. In fact, in [19] one
can find an abstract reason (not involving finite volume estimates) for continuity of the IDS.
On the other hand, it should be emphasised that the existing methods of proving Anderson
localisation for N particles require both one-volume and two-volume multi-particle Wegner-
type bounds.

(4) The aforementioned condition of separability of boxes � and �′ used for assessing
the probability in (1.9) is introduced in Definition 2, Sect. 4. It follows Definition 1.2 from
[10] (where a tight binding model was considered) and serves a similar purpose: to provide
‘enough randomness’ for a concentration bound argument.

(5) The methods of proof employed in this paper are similar to those from [8, 10] used for
tight binding models. However, the specifics of continuous models required some additional
arguments making it impossible to simply refer to papers [8, 10].

(6) Interaction potentials U(x) with a ‘hard core’ component can also be considered; this
requires only a minor modification of our arguments.

In the next section, we give formal conditions upon the structure of the potential energy
term in (1.3). Throughout the paper, |�| denotes the (Euclidean) volume of box � in R

d×N .
Similarly, |�j�| stands for the volume of the projection �j� in R

d and |⋃j∈J �j�| for
the volume of the union

⋃
j∈J �j� where J is a non-empty subset of {1, . . . ,N}. We also

use the notation #J for the cardinality of a (finite) set J encountered in the argument below,
in particular, a finite collection of lattice sites of the form �j� ∩ Z

d or their unions. Here

Z
d = {s = (s(1), . . . , s(d)) : s(i) ∈ Z, i = 1, . . . , d}
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is the integer lattice canonically embedded in R
d . We will always assume that cubes � =

�L(u) have the sidelength 2L ≥ 1, so that � contains at least one integer point. Moreover,
when 2L ≥ 1, the ratio between the volume |�j�| and the cardinality #(�j� ∩ Z

d) is
bounded from above and below by positive constants.

2 External Alloy-type Potentials

In this work, the random external potential V (x;ω), x ∈ R
d , ω ∈ �, is assumed to be of an

alloy-type, over a cubic lattice:

V (x;ω) =
∑

s∈Zd

Vs(ω)ϕ(x − s). (2.1)

Here V = (Vs , s ∈ Z
d), is a family of real random variables Vs on some probability space

(�,B,P). In probabilistic terms, V is a real-valued random field on Z
d . Further, ϕ is a

(nonrandom) ‘bump function’ y ∈ R
d �→ ϕ(y).

Physically speaking, the random variables Vs represents the amplitude of an ‘impurity’
at site s of the lattice Z

d while the function ϕ describes the ‘propagation’ of the impact
of this impurity across the space R

d . The form of the potential V (x;ω) specified in (2.1)
reflects the presence of ‘heavy’ atoms (ions) attached to sites of a crystal lattice.

To avoid excessive technicalities concerning operators H� we assume that the bump
function satisfies

(C1) Boundedness condition: ϕ is a bounded non-negative function, with

sup
x∈Rd

[∑

s∈Zd

ϕ(x − s)

]
< +∞, ∀x ∈ R

d . (2.2)

We will also need a lower bound:
(C2) Covering condition:

∑

s∈�L(u)∩Zd

ϕ(x − s) ≥ 1, ∀L ≥ 1, u ∈ R
d , x ∈ �L(u). (2.3)

Finally, it is helpful to assume
(C3) Finite propagation range condition: the function ϕ has bounded support: ∃R ∈

(0,∞) with

ϕ(y) = 0 whenever y = (y(1), . . . ,y(d)) has max
1≤i≤d

|y(j)| > R. (2.4)

Remark A further generalisation occurs if we assume that the bump function changes its
shape for various sites of Z

d , i.e., we replace ϕ(x − s) with ϕs(x − s) in (2.1): Conditions
(C1) and (C2) are then re-written in an obvious fashion. It is also possible to incorporate
random displacements for sites s ∈ Z

d , taking, instead of ϕ(x − s), a summand ϕs(x − s +
Zs) where Zs = (Z(1)

s , . . . ,Z(d)
s ) is a random variable with values in R

d (for definiteness,
one may assume that max1≤i≤d |Z(i)

s | < 1/2); the random field Z = (Zs, s ∈ Z
d) may have a

fairly general joint distribution with V satisfying some mild conditions.
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Now we discuss the properties of the random field V needed in this paper. To begin with,
it is convenient to assume

(C4) Boundedness condition:

sup
s∈Zd

sup ess
V

|Vs | =: M < ∞. (2.5)

Here and below, sup ess indicates the essential supremum relative to the distribution of ran-
dom field V or its sub-field V{s}c = (Vt , t ∈ Z

d \ {s}), according to the specification provided
in the equation under consideration.

Next, given a site s ∈ Z
d , consider the conditional distribution function

Fs(y|B{s}c) := P(Vs < y|B{s}c), (2.6)

relative to the sigma-algebra B{s}c generated by V{s}c . Then, given ε > 0, we set:

ν(ε) := sup
s∈Zd

sup
y∈R

sup ess
V{s}c

[Fs(y + ε|B{s}c) − Fs(y|B{s}c)]. (2.7)

The Wegner-type bounds derived in this paper (see (3.1) and (4.7) below) contain the fac-
tor ν(ε); formally speaking, these bounds remain valid without any further assumptions on
ν(ε). (Of course, the inequality ν(ε) ≤ 1 holds trivially as Fs(·|B{s}c) is a distribution func-
tion.) However, the use of these inequalities for establishing Anderson localisation is based
on the assumption that ν(ε) → 0 as ε → 0, and this convergence is fast enough. Namely,
for a proof of Anderson localisation in the framework of the MSA, it is usually required to
assume that ν(ε) ≤ Cεb , for some b,C ∈ (0,∞) (Hölder-continuity of the conditional mar-
ginal distributions), or, at least, ν(ε) ≤ C ln−A ε−1, for some C < ∞, and sufficiently large
A > 0 (log-Hölder-continuity).

Remarks (1) This approach allows us to cover a large class of random fields V (such as a
‘nice’ bounded function of a regular Gaussian random field as well as some Gibbsian ran-
dom fields). We refer the reader to [7] for a more detailed discussion of correlated potentials.

(2) We stress the fact that in Condition (C4) we do not need independence of the variables
Vs for different sites s ∈ Z

d . However, the quantity ν(ε) can easily be understood in the
particular case of independent random variables Vs . Denote by μs = P ◦ Vs the law of Vs

which is a measure on the real line and by c(μs; ε) its modulus of continuity, i.e.,

c(μs; ε) = sup
a∈R

μs([a, a + ε]). (2.8)

In this case,

ν(ε) = sup
s∈Zd

c(μs; ε). (2.9)

(3) Condition (C0) (see (1.2)) as well as (C1)–(C2) are stronger than what is needed in
our argument: in reality we only need to have some control on the number of eigenvalues of
H� below a given energy threshold.

(4) The regularity condition imposed in [2] and called there Assumption R also yields
ν(ε) ≤ ρε where ρ ∈ (0,∞) is a constant.

(5) For measure-theoretic concepts used above, see, e.g., [12], Appendix; [14], Theo-
rem 3.1; [15], Chap. V; [16], Chap. 4.
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3 A One-volume Wegner-type Bound

The one-volume Wegner-type bound for Hamiltonians H� is given in Theorem 1 below. Let

(H�) denote the (random) spectrum of (random) operator H�, i.e., the countable set


(H�(ω)) = {
E

(�)
k (ω) : k = 0,1, . . .

}

of its eigenvalues.

Theorem 1 Assume that Conditions (C0) (Sect. 1) and (C1)–(C4) (Sect. 2) are satisfied;
see (1.2), (2.2)–(2.4), (2.5). Let � ⊂ R

d×N be a parallelepiped of the form (1.6). Then there
is a constant C1 > 0 such that for any box �, all E ∈ R and ε ∈ (0,1):

P([E,E + ε] ∩ 
(H�) �= ∅) ≤ C1(1 + E ∨ 0)d/2|�||�1�|ν(ε). (3.1)

Remarks (1) The expression in the RHS of (3.1) includes the volume factors |�| and |�1�|
with different meaning. The first one, |�|, together with C(1 + E ∨ 0)d/2, comes from an
upper bound of the number of eigenvalues of H� to the left of point E + 1. The second
one, |�1�| together with ν(ε), comes from the concentration bound for each individual
eigenvalue based on [7, 22, 23] which we summarise in Lemma 1 below.

(2) In a more general situation where � is a parallelepiped �L1(u1) × · · · × �LN
(uN)

with arbitrary sidelengths L1, . . . ,LN > 0, the factor |�1�| in (3.1) can be replaced by
min1≤j≤N |�j�|.

(3) The one-volume Wegner bound obtained in [26, p. 7], has an expression C1|�|ε in
the right-hand side (RHS) which is better than the RHS of our (3.1). (Traditionally, bounds
similar to (3.1), with the RHS C|�|ε, are called Wegner’s bounds; to emphasise the differ-
ence we use in this paper a more general term ‘Wegner-type bounds’.) In addition, the class
of interaction potentials considered in [26] is notably larger than that in this paper (for in-
stance, [26] deals with a Coulomb potential). However, the assumptions introduced in [26]
about the external potential random field include a requirement that the random variables Vs

are independent and identically distributed and have a bounded common probability-density
function (PDF). [The author of [26] speaks of a ‘price’ to be paid for the Wegner bound with
the RHS C|�|ε.] Furthermore, as we noted earlier, the proofs in [26] are technically more
involved and use specific properties of the Laplacian. On the contrary, the method used in
this paper requires only a bound for the number of the eigenvalues of the kinetic energy
operator in a given interval.

As was said before, for our purpose (Anderson localisation in the continuum multi-
particle alloy-type model near the lower edge of the spectrum), the estimate (3.1), together
with its two-volume counterpart, (4.7), suffices, provided that ν(ε) → 0 as ε → 0 fast
enough. More precisely, it is not crucial whether the RHS in (3.1) contains just a volume-
like factor |�| or the product |�|(min1≤j≤N |�j�|): such changes results in straightforward
modifications the MSA inductive scheme. The same is true about the (seemingly more intri-
cate) RHS of the two-volume Wegner-type bound in (4.7).) Replacing ε with the continuity
modulus ν(ε) is our ‘price’ for considering distributions without a PDF. As was said before,
[26] does not contain two-volume Wegner-type bounds (and it remains to be seen whether a
suitable two-volume Wegner-type bound holds under the conditions adopted in [26]).

(3) We do not address in this paper the issue of optimality of bounds in (3.1) and (4.7).

Following [7], we introduce
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Definition 1 Consider R
q and its positive orthant R

q
+. A function � : R

q → R is called
diagonally-monotone (DM) if

(i) �(w + r) ≥ �(w) ∀r ∈ R
q
+ and any w ∈ R

q ,
(ii) �(w + te) − �(w) ≥ t , ∀w ∈ R

q and t > 0, where e = (1,1, . . . ,1) ∈ R
q .

Lemma 1 Let J be a finite set with q = #J ≥ 2, and μ be a probability measure on R
J .

For every j ∈ J , denote by μ(j)(· | w�=j ) the conditional probability measure induced by μ

on the j -th coordinate w(j) conditioned on w�=j . Set:

σ(μ, ε) = sup ess
w �=j

max
j=1,...,q

sup
a∈R

[μ(j)([a, a + ε]|w �=j )]. (3.2)

Let the function � : R
J → R be DM. Then for all ε > 0, any open interval I ⊂ R of length ε,

μ{w : �(w) ∈ I } ≤ q · σ(μ, ε). (3.3)

Proof (Cf. [8, 22, 23]). Here we follow closely the proof given in [7] for a wide class of
measures μ. Denote by μj the marginal probability induced by μ on R

J\{j }. The main
ingredient is the fact that with the notation above

μ(A) =
∫

dμj(w̃ �=j )dμ(j)(w(j)|w̃ �=j )1((w̃(1), . . . ,w(j), . . . , w̃(q)) ∈ A)

for any measurable set A ⊆ R
J and any j ∈ J by the very definition of conditional proba-

bilities and marginals.
Take I = (a, b) where b − a = ε and consider the set

A = {w : �(w) ≤ a}.
Define sets Aε

j , j = 0, . . . , q:

Aε
0 = A, Aε

j = Aε
j−1 + [0, ε]ej := {

w + tej : w ∈ Aε
j−1, t ∈ [0, ε]},

with Aε
1 ⊂ · · · ⊂ Aε

q . By virtue of the DM property: {w : �(w) < b} ⊂ Aε
q . Indeed, if

�(w) < b, then for the vector w′ := w − ε · e we have:

�(w′) ≤ �(w′ + ε · e) − ε = �(w) − ε ≤ b − ε ≤ a,

meaning that �(w′) ≤ a, i.e., w′ ∈ A. Therefore, w = w′ + ε · e ∈ Aε
q . We conclude that

{w : �(w) ∈ I } = {w : �(w) < b} \ {w : �(w) ≤ a} ⊂ Aε
m \ A.

Now write:

μ{w : �(w) ∈ I } ≤ μ
(
Aε

q \ A
) = μ

(
q⋃

j=1

(
Aε

j \ Aε
j−1

)
)

≤
q∑

j=1

μ
(
Aε

j \ Aε
j−1

)
. (3.4)

Given j = 1, . . . , q , denote by μ(�=j) the marginal distribution of components vk with
k �= j Next, for w̃ = ( ṽ1, . . . , ṽq−1) ∈ R

q−1, introduce combined vectors

(w̃,w)(j) = ( ṽ1, . . . , ṽj−1,w, ṽj+1, . . . , ṽq−1) ∈ R
q, j = 1, . . . , q − 1,



Wegner-type Bounds for a Multi-particle Continuous Anderson Model 561

with obvious modifications for j = 1 and j = q . Next, set:

Ij (w̃) = {
w ∈ R : (w,w)(j) ∈ Aε

1 \ A
}
.

By definition of Aε
j , set Ij (w̃) is an interval of length ≤ ε. Thus,

μ
(
Aε

1 \ A
) =

∫
dμ1(w̃)

∫

I1(w̃)

dμ(1)(w | w̃) ≤ σ(μ, ε).

Similarly, for j = 2, . . . , p we obtain μ(Aε
j \ Aε

j−1) ≤ σ(μ, ε). Together with (3.4), this
yields (3.3). �

Proof of Theorem 1 Our assumptions on the potential term imply that U(·) + V( · ;ω) is
uniformly bounded. It is worth mentioning that the upper bound depends upon the range of
propagation R > 0 of the bump functions ϕ. Indeed, a given point x ∈ R

d lies in the support
of O(Rd) sites s ∈ Z

d ⊂ R
d supporting the bump functions ϕ(· − s), so that the value of

the external random potential is a sum of O(Rd) uniformly bounded terms. By the Weyl’s
law [21], not more than C̃1(1 + E ∨ 0)

d
2 |�| eigenvalues of H� lie below E + ε, where

C̃1 = C̃1(R) ∈ (0,∞) is a constant.
Therefore,

P([E,E + ε] ∩ 
(H�) �= ∅) ≤
∑

k≤C1(1+E∨0)
d
2

P
(
E

(�)
k ∈ [E,E + ε]). (3.5)

Note that the number of summands in the RHS of (3.5) is proportional to the volume |�|. We
will now proceed to prove that every term in the sum in the RHS of (3.5) can be estimated
by |�1�| · ν(ε), leading to the desired bound in (3.1). Fix k and set J = �1�∩ Z

d . We will
show that the conditional probability for the kth eigenvalue to fall in [E,E + ε] is bounded:

sup ess
B

Zd \J
P
(
E

(�)
k ∈ [E,E + ε]|BZd\J

) ≤ (#J ) · ν(ε). (3.6)

Here BZd\J stands for the sigma-subalgebra of B generated by VZd\J = {Vs , s ∈ Z
d \ J }.

We now aim to use the concentration bound from Lemma 1 above, for a fixed realisation
VZd\J . Here μ is identified with PJ (·|VZd\J ), the restriction of the conditional distribution
P(·|BZd\J ) to the ‘complementary’ sigma-algebra BJ generated by VJ = {Vs : s ∈ J },
conditional on VZd\J . Then the quantity c(μ; ε) is bounded by ν(ε) (this follows from the
definition of ν(ε) in (2.7).

By our definition, #J = #(�1�). After setting �k(VJ ) := E
(�)
k , it remains to prove that

�k is a DM function. Recall, we are working with eigenvalues of the operator H� defined
in (1.4) and acting in L2(�), with the external potential term V(x;ω) of the form (1.3),
(2.1). Since the function ϕ is nonnegative (see Condition (C1)), operator H� is DM in the
variables Vs , s ∈ J . Now �k(VJ + t · eJ ) is the k-th eigenvalue of

−1

2
� + U(x) +

[ ∑

1≤j≤N

∑

s �∈J

Vsϕ(xj − s)

]
+

[ ∑

1≤j≤N

∑

s∈J

(Vs + t)ϕ(xj − s)

]

= H�(ω) +
[ ∑

1≤j≤N

∑

s∈J

tϕ(xj − s)

]
, x ∈ �. (3.7)
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Here, each term in square brackets represents a multiplication operator, by the corresponding
function. From Condition (C2), we know that the corresponding multiplication operator is
bounded below by tI, where I stands for the identity operator. Then the min-max principle
for the eigenvalues gives that �k(VJ + t · eJ ) ≥ �k(VJ ) + t where eJ = (1, . . . ,1) ∈ R

J .
Therefore, �k is a DM function. Thus, Lemma 1 applies and we get bound (3.1). �

Remarks (1) As was mentioned above, our one-volume Wegner-type bound has precursors
concerning discrete Schrödinger operators; see [7, 8, 17].

(2) The recent work [2] addresses Wegner-type bounds for correlated potentials in the
discrete setting. There the focus is on joint distributions of eigenvalues, not on multi-particle
models.

4 A Two-volume Wegner-type Bound

In this section we prove the two-volume Wegner-type bound; see Theorem 2 below. As was
mentioned earlier, the two-volume Wegner-type bound is established for a pair of separated
boxes � = �L(u) and �′ = �L′(u′). Recall, this bound assesses the probability that the
distance between the spectra 
(H�) and 
(H�′) of operators H� and H�′ in a given interval
I is small; cf. (1.9).

Given L > 0 and u = (u1, . . . , uN) ∈ R
d×N where uj = (u(1)

j , . . . ,u(d)
j ) ∈ R

d , consider
the ‘extension’ of box � = �L(u):

�̂ = �L+R(u) =
N×

j=1
×

1≤i≤d

[
u(i)

j − L − R,u(i)
j + L + R

]
, (4.1)

cf. (1.5), (1.6). For �′ = �L′(u′) the box �̂′ is constructed in the similar fashion. Here R

is the constant from Condition (C3) and vector 1 = (1, . . . ,1). The projections �j �̂ and
�j �̂

′, j = 1, . . . ,N , are defined in the same way as for � and �′, and we set

��̂L(u) =
N⋃

j=1

�j �̂, ��̂′(u) =
N⋃

j=1

�j �̂
′.

Since R is a constant, the ratio of volumes |�| and |�̂| is uniformly bounded from above
and below when L ≥ 1; the same is true for |�′| and |�̂′| when L′ ≥ 1.

Definition 2 Fix a non-negative number R. We say that boxes � and �′ are separated (or
R-separated) if, for some non-empty set J ⊆ {1, . . . ,N}, either

dist

[(⋃

j∈J

�j �̂
′
)

,

(⋃

l �∈J

�l�̂
′ ∪ ��̂

)]
> 2R (4.2)

or

dist

[(⋃

j∈J

�j �̂

)
,

(⋃

l �∈J

�l�̂ ∪ ��̂′
)]

> 2R. (4.3)

Example Let d = 1 and N = 2 (two one-dimensional particles), and R = 1. Set

� = [2,3] × [0,1], �′ = [6,7] × [0,1].
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We have:

�1� = [2,3], �2� = [0,1]; �� = [0,1] ∪ [2,3].
Correspondingly,

�1�
′ = [6,7], �2�

′ = [0,1]; ��′ = [0,1] ∪ [6,7].
One can see that squares �,�′ are separated (namely, R-separated with R = 1). Indeed, set
J = {1}, then we have

⋃

j∈J

�j �̂
′ = �1�

′ = [6,7],

while
⋃

l �∈J

�l�̂
′ ∪ ��̂ = �2�

′ ∪ ��̂ = [0,1] ∪ [2,3] ⊂ [0,3],

so that, in this example,

dist

[(⋃

j∈J

�j �̂
′
)

,

(⋃

l �∈J

�l�̂
′ ∪ ��̂

)]
≥ dist[[0,3], [6,7]] > 2 = 2R.

Physically speaking, the potential of the two-particle system corresponding to � is not af-
fected by the values of the external random potential V (x) taken at x ∈ [6,7], while the
potential energy of the system corresponding to �′ has a contribution of the form V (x2),
with x2 ∈ [6,7]. Fixing the values of the random potential V (x) for x ∈ [0,1] ∪ [2,3], we
fix completely the potential energy of the system in �, while the energy in �′ can still
be varied by varying values V (x) with x ∈ [6,7]. This “freedom”, although more limited
than in the conventional, one-particle localisation theory, turns out to be sufficient for the
purposes of eigenvalue concentration bounds addressed in this paper.

Lemma 2 Let R > 0 be the range of alloy-type potential V (x,ω) (cf. Condition (C3), (2.4)).
Consider 2R-separated boxes � and �′ and let J be a non-empty subset in {1, . . . ,N}
figuring in Definition 2. Assume for definiteness that (4.2) holds true. Then

(A)

the family of random variables

(
Vs , s ∈

⋃

j∈J

�j�
′
)

is

disjoint from the family

(
Vt , t ∈

⋃

l �∈J

�l�
′ ∪ ��

)
. (4.4)

(B) Moreover, the sigma-algebras generated by random variables of the form
(∑

j∈J

V (xj ,ω),x ∈ �

)
(4.5)

and
(∑

j �∈J

V (xj ,ω),x ∈ �;
N∑

j=1

V (yj ,ω),y ∈ �′
)

(4.6)

are independent.
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Proof (A) By virtue of inequality (4.2), the R-neighbourhoods of the sets (
⋃

j∈J �j�
′)

and (
⋃

l �∈J �l�
′ ∪ ��) are disjoint, and so are the two sets of indices s figuring in (4.4).

Therefore, the two families of random variables in question, labelled by two disjoint sets of
indices, are also disjoint.

(B) Since the bump functions ϕ have the support of radius ≤ R, the potential V (x,ω)

can be represented as follows:

V (x,ω) =
∑

s∈Zd

Vs(ω)ϕ(xj − s) =
∑

s∈Zd :‖s−xj ‖≤R

Vs(ω)ϕ(xj − s),

so that no random variable Vs can simultaneously affect both a sum of the form (4.5)
and (4.6). This implies assertion (B). �

Theorem 2 Assume that Conditions (C0)–(C4) (see (1.2), (2.2)–(2.5)) are satisfied. Then,
for every finite interval I ⊂ R, there exists a constant C2 = C2(I ) > 0 such that for every
pair � and �′ of separated boxes and every ε ∈ (0,1) we have that

P(dist[
(H�) ∩ I,
(H�′) ∩ I ] ≤ ε)

≤ C2|�||�′| max
J :∅�=J ⊆{1,...,N}

max

[∣∣∣∣
⋃

j∈J

�j�

∣∣∣∣,
∣∣∣∣
⋃

j∈J

�j�
′
∣∣∣∣

]
ν(2ε). (4.7)

Remarks (1) The RHS of (4.7) can be simplified when � and �′ are boxes of identical
sidelength 2L: it then can be taken to be C2 N Ld(4N+1) ν(2ε). On the other hand, (4.7)
remains valid in the more general case where cubes � and �′ are replaced by parallelepipeds
with different sidelengths in various directions.

(2) The separation condition (see (4.2), (4.3)) seems somewhat restrictive: it is tempting
to replace it by the requirement that boxes �̂ and �̂′ (or, effectively, original boxes � and �′)
are sufficiently distant apart. In fact, this can be done when N = 2 (a two-particle system);
see [8]. For N ≥ 3, the separation condition in general is not implied when �̂ and �̂′ are
moved away from each other. However, it holds for ‘almost all’ positions of boxes � and �′

when they are sufficiently far away from each other. For details, see [10], Lemma 1.1. As
was mentioned above, this suffices for applicability of the MSA for proving multi-particle
Anderson localisation (which is our goal, as far as the Hamiltonian (1.1) is concerned, with
the external field as in (1.3), (2.1)).

(3) Conditions (4.2), (4.3) can be relaxed. We use these conditions in the form given
above for the reason that it leads to a straightforward proof of Lemma 2.

Proof of Theorem 2 As before, let J be a set figuring in Definition 2, for � and �′. Now,
assume that (4.3) holds and set J = (

⋃
j∈J �j �̂)∩Z

d . We estimate the probability in ques-
tion by conditioning on BZd\J :

P(dist[
(H�) ∩ I,
(H�′) ∩ I ] ≤ ε)

= E[P(dist[
(H�) ∩ I,
(H�′) ∩ I ] ≤ ε|BZd\J )]. (4.8)

First, we bound the inner probability in the RHS of (4.8): there are at most c2|�| (re-
spectively, c2|�′|) eigenvalues of H� (respectively, H�′ ) in the interval I , where c2 =
c2(R, I) > 0 is a constant coming from the Weyl’s law; cf. the proof of Theorem 1. Namely,
c2(R, I) ≤ C̃1(R)(1 + E ∨ 0)

d
2 . Moreover, by Lemma 2, operator H�′ and consequently its
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eigenvalues are determined by the family VJ = (Vs , s ∈ J ). Let us label these eigenvalues
E

(�′)
k′ (VZd\J ), with k′ = 0, . . . ,K ′, where k′ ≤ c2|�′|. This yields:

P(dist[
(H�) ∩ I,
(H�′) ∩ I ] ≤ ε | BZd\J )

≤
K∑

k

K ′∑

k′
P
(∣∣E(�)

k (VJ ) − E
(�′)
k′ (VZd\J )

∣∣ ≤ ε | BZd\J
)

≤
K∑

k

c2|�′| sup
E∈I

P
(∣∣E(�)

k (VJ ) − E
∣∣ ≤ ε | BZd\J

)

=
K∑

k

c2|�′| sup
E∈I

P
(
E

(�)
k (VJ ) ∈ [E − ε,E + ε] | BZd\J

)
.

As in the proof of Theorem 1, the probability

P
(
E

(�)
k (ω) ∈ [E − ε,E + ε] | BZd\J

) ≤ c2|�|(#J )ν(ε)

which leads to the desired estimate (4.7). �
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